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Abstract— Uncertain data mining frequent itemsets over 

uncertain databases have attracted much attention due to its wide 

applications. In uncertain databases, instead of counting fixed 

occurrence of item sets, we use the support of an item set as 

random variable. The data modified from sensor tracking system 

and data integration rigorousness is highly ambiguous. One of the 

major issues is extracting frequent itemset from a large uncertain 

database, interpreted under the Possible World Semantics. The 

mining process can be modeled as a Poisson binomial distribution 

by observing that an uncertain database contains an exponential 

number of possible worlds. Mining such manifold itemset from 

generous ambiguous database illustrated under possible world 

semantics is a crucial dispute. Approximated algorithm is 

established to ascertain manifold itemset from generous 

ambiguous database exceedingly. A data trimming framework is 

used to improve mining efficiency. The data trimming technique 

can achieve significant savings in both CPU cost and I/O cost. We 

focus on the problem of mining frequent itemsets (MFI) over 

uncertain databases. In order to solve the MFI problem over 

uncertain databases, we use an efficient mining algorithm, named 

U-Apriori. Extensive experiments on both real and synthetic 
datasets verify that this algorithm is effective and efficient. 

Keywords— Existential uncertain data, Uncertain probabilistic, 
aggregation, Regression, Data Mining. 

I.  INTRODUCTION  

Existential Uncertain Data Model:- Association analysis is one 
of the most important data-mining models. As an example, in 

market-basket analysis, a dataset consists of a number of tuples 

each contains the items that a customer has purchased in a 

transaction. The dataset is analyzed to discover associations 

among different items. An important step in the mining process 

is the extraction of frequent itemsets or sets of items that co-

occur in a major fraction of the transactions. Besides market-

basket analysis, frequent itemsets mining is also a core 

component in other variations of association analysis, such as 

association-rule mining [1] and sequential-pattern mining [2]. 

All previous studies on association analysis assume a data 

model under which transactions capture doubtless facts about 
the items that are contained in each transaction. In many 

applications, however, the existence of an item in a transaction 

is best captured by a likelihood measure or a probability. As an 

example, a weather forecast dataset may contain a table of 

forecast records (tuples), each of which contains a set of 

attributes cloudy, rainy and sunny. Applying association 

analysis on such a dataset allows us to discover any potential 

correlations among the attributes and forecast. In many cases, 

attributes, being subjective observations, would best be 

represented by probabilities that indicate their forecast tuples. 

 
 

 

 

Table 1. A Forecast dataset  

 

 
 

 

  

 

Table 1 shows an example forecast dataset. A probability value 

in such a dataset might be obtained by historical data statistics. 

(For example, a forecast of country that who shows positive 

reaction to Test A has a 70% probability of Rain another 

example of uncertain datasets is pattern recognition 

applications. Given a satellite picture, image processing 

techniques can be applied to extract features that indicate the 
presence or absence of certain target objects (such as bunkers). 

Due to noises and limited resolution, the presence of a feature 

in a spatial area is often uncertain and expressed as a 

probability [3]. Here, we can model a spatial region as an 

object, and the features (that have non-zero probabilities of 

being present in a region) as the items of that object. The 

dataset can thus be considered as a collection of 

tuples/transactions, each contains a set of items (features) that 

are associated with the probabilities of being present. Applying 

association analysis on such a dataset allows us to identify 

closely-related features. Such knowledge is very useful in 
pattern classification [4] and image texture analysis [5]. Each 

record contains a set of items that are associated with 

existential probabilities. A core step in many association 

analysis techniques is the extraction of frequent itemsets. An 

itemset is considered frequent if it appears in a large enough 

portion of the dataset. The occurrence frequency is often 

expressed in terms of a support count. For datasets that contain 

uncertain items, however, the definition of support needs to be 

redefined. Due to the probabilistic nature of the datasets, the 

occurrence frequency of an itemset should be captured by an 

expected support instead of a traditional support count. It 
contains the Possible Worlds interpretation of an uncertain 

dataset [6] and also how expected supports can be computed by 

a simple modification of the well-known Apriori algorithm [1]. 

The rest of this report is organized as follows. First, it describes 

the Possible Worlds interpretation of existential uncertain data 

and defines the expected support measure. Then it discusses a 

simple modification of the Apriori algorithm to mine uncertain 

data and explains why such a modification does not lead to an 

efficient algorithm. It also presents a data trimming technique 

to improve mining efficiency. It shows some experimental 

results and discusses some observations. [20] 
 

 

Country 

Name 

Cloudy Rainy Sunny 

1 90% 80% 2% 

2 50% 30% 5% 
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II. POSSIBLE WORLD INTERPRETATION OF EXISTENTIAL 

UNCERTAIN DATA 

Since the existence of an item in a transaction is indicated by a 

probability, an advantage of the existential uncertain data 

model is that it allows more information to be captured by the 

dataset. Consider again the example patient dataset. If we adopt 

a binary data model, then each symptom/illness can either be 

present (1) or absent (0) in a patient record. Under the binary 

model, data analysts will be forced to set a threshold value for 

each symptom/illness to quantize the probabilities into either 1 

or 0. In other words, information about those (marginally) low 
values is discarded. The uncertain data model, however, allows 

such information be retained and be available for analysis. The 

disadvantage of retaining such information is that the size of 

the dataset would be much larger Mining Frequent itemsets 

from Uncertain Data than that under the quantized binary 

model. This is particularly true if most of the existential 

probabilities are very small. Consequently, mining algorithms 

will run a lot slower on such large datasets. This is an efficient 

technique for mining existential uncertain datasets, which 

exploit the statistical properties of low-valued items. Through 

experiments, the proposed technique is very efficient in terms 
of both CPU cost and I/O cost. [20] 

 

Expected support measure 

 

Expected Support is calculated by summing up the weighted 

support counts of ALL the possible worlds. 

 

Expected support (𝑋) = ∑ 𝑙𝑖𝑘𝑒ℎ𝑜𝑜𝑑
2[|𝐷|]𝑋[|𝑈|]

𝑖=1
(𝐷𝑖)𝑆𝑢𝑝𝑝𝑜𝑟𝑡(𝑋, 𝐷𝑖) 

 

Where |D| is the number of transactions |U| is the number of 

attributes  

Instead of enumerating all  Possible Worlds  to calculate the 

expected support, it can be calculated by scanning the uncertain 

dataset once only. 

 

Expected Support =∑ ∏ 𝑝𝑖(𝑥𝑗)
|𝑥|
𝑗=1

|𝑝|
𝑖=1  

III. THE APRIORI ALGORITHM 
 

Apriori algorithm is a classical algorithm in data mining. It is 

used for mining frequent itemsets and relevant 

association rules. It is devised to operate on a database 

containing a lot of transactions, for instance, items brought by 

customers in a store. It is very important for effective Market 

Basket Analysis and it helps the customers in purchasing their 

items with more ease which increases the sales of the markets. 

It has also been used in the field of healthcare for the detection 

of adverse drug reactions. It produces association rules that 

indicate what all combinations of medications and patient 
characteristics lead to ADRs. 

A. Association rules 

Association rule learning is a prominent and a well-explored 

method for determining relations among variables in large 
databases. Let us take a look at the formal definition of the 

problem of association rules given by Rakesh Agrawal, the 

President and Founder of the Data Insights Laboratories. Let 

I={i1,i2,i3,…,in} be a set of n attributes called items and 

D={t1,t2,…,tn} be the set of transactions. It is called database. 

Every transaction, ti in D has a unique transaction ID. A rule 

can be defined as an implication, X⟶Y where X and Y are 

subsets of I(X, Y⊆I), and they have no element in common, 

i.e., X∩Y. X and Y are the antecedent and the consequent of 

the rule, respectively. Let’s take an easy example from the 
supermarket sphere. The example that we are considering is 

quite small and in practical situations, datasets contain millions 

or billions of transactions. The set of item sets,    

              I ={Onion Burger, Potato, Milk, Beer}  

and a database consisting of six transactions. Each transaction 

is a tuple of 0’s and 1’s where 0 represents the absence of an 

item and 1 the presence. An example for a rule in this scenario 

would be {Onion, Potato} => {Burger}, which means that if 

onion and potato are bought, customers also buy a burger. 

Table 2: Indicates transactions of different data  

Transaction 

ID 

Onion Potato Burger Milk Beer 

t1 1 1 1 0 0 

t2 0 1 1 1 0 

t3 0 0 0 1 1 

t4 1 1 0 1 0 

t5 1 1 1 0 1 

t6 1 1 1 1 1 

 

There are multiple rules possible even from a very small 

database, so in order to select the interesting ones, we use 
constraints on various measures of interest and significance. 

We will look at some of these useful measures such as support, 

confidence, lift, and conviction. 

1) Support 

The support of an itemset X, supp(X) is the proportion of 
transaction in the database in which the item X appears. It 

signifies the popularity of an itemset. Supp(X)=Number of 

transaction in which X appears Total number of transactions. In 

the example above, supp (Onion) =46=0.66667. If the sales of a 
particular product (item) above a certain proportion have a 

meaningful effect on profits, that proportion can be considered 

as the support threshold. Furthermore, we can identify itemsets 

that have support values beyond this threshold as significant 

itemsets. 

2) Confidence 

Confidence of a rule is defined as follows: 

conf(X⟶Y)=supp(X∪Y)supp(X) 

It signifies the likelihood of item Y being purchased when item 

X is purchased. So, for the rule {Onion, Potato} =>{Burger}, 

this implies that for 75% of the transactions containing onion 

and potatoes, the rule is correct. It can also be interpreted as the 

conditional probability P(Y|X), i.e., the probability of finding 

the itemset Y in transactions given the transaction already 

contains X. It can give some important insights, but it also has a 
major drawback. It only takes into account the popularity of the 

itemset X and not the popularity of Y. If Y is equally popular as 

X then there will be a higher probability that a transaction 

containing X will also contain Y thus increasing the 

confidence. To overcome this drawback there is another 

measure called lift. 
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3) Lift 

The lift of a rule is defined as: 

lift (X⟶Y) =supp(X∪Y) supp(X)∗ supp(Y) 

This signifies the likelihood of the itemset Y being purchased 
when item X is purchased while taking into account the 

popularity of Y. In our example above, Undefined control 

sequence implies 

If the value of lift is greater than 1, it means that the itemset Y 

is likely to be bought with itemset X, while a value less than 1 

implies that itemset Y is unlikely to be bought if the itemset X 

is bought. 

4) Conviction 

The conviction of a rule can be defined as: 

conv(X⟶Y)=1−supp(Y)1−conf(X⟶Y) 

For the rule {onion, potato} =>{burger} 

Undefined control sequence \implies 

The conviction value of 1.32 means that the rule {onion, 

potato} =>{burger} would be incorrect 32% more often if the 

association between X and Y was an accidental chance. 

5) General Process of the Apriori algorithm 

The entire algorithm can be divided into two steps: 

Step 1: Apply minimum support to find all the frequent sets 

with k items in a database. 

Step 2: Use the self-join rule to find the frequent sets with k+1 
items with the help of frequent k-itemsets. Repeat this process 

from k=1 to the point when we are unable to apply the self-join 

rule. [19] 

This approach of extending a frequent itemset one at a time is 

called the  bottom-up  approach. 

 

Fig.1 General Process of the Apriori algorithm 

B.  Pros of the Apriori algorithm 

1. It is an easy-to-implement and easy-to-understand 

algorithm. 

2. It can be used on large itemsets.[19] 

C. Cons of the Apriori Algorithm 

1. Sometimes, it may need to find a large number of 

candidate rules which can be computationally 

expensive. 

2. Calculating support is also expensive because it has to 

go through the entire database. [19] 

III. DATA TRIMMING TECHNIQUE 

 

More specifically, the data trimming technique works under a 

framework that consists three modules: the trimming module, 

pruning module and patch up module. As shown in figure, the 

mining process starts by passing an uncertain dataset D into the 

trimming module. It first obtains the frequent items by scanning 

D once. A trimmed dataset DT is constructed by removing the 

items with existential probabilities smaller than a trimming 

threshold t in the second iteration. Depending on the trimming 

strategy, t can be either global to all items or local to each item. 

Some statistics such as the maximum existential probability 

being trimmed for each item is kept for error estimation. DT is 
then mined by U-Apriori. Notice that if an itemset is frequent in 

DT, it must also be frequent in D. On the other hand, if an 

itemset is infrequent in DT, we cannot conclude that it is 

infrequent in D. [12] 

 

 

 
 

Fig.2 The Data Trimming Framework [12] 

 

 

Drawback 

 

The main drawback of Data Trimming is that its performance is 

sensitive to the percentage of low probability items. 

 

IV. DECREMENTAL PRUNING TECHNIQUES 

 

The decremental pruning technique achieves candidate 

reduction during the mining process. It estimates the upper 

bounds of expected supports of the candidate itemsets 

progressively after each dataset transaction is processed. 

Following two methods are used: 

1. Aggregate by singleton method (AS) 
2.   Common Prefix method (CP) 

 

A. Aggregate by singleton method (AS) 

 

It reduces the number of decremental counters to the number of 

frequent singletons.[23] 

If the counter is(a,k) drops below the minimum support 

requirement, candidates that contain a must be infrequent and 

can be pruned. 
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Fig 3 : Aggregate singleton decremental counter [12] 

 

 

 

Initialization and update of singleton decremental counter [23] 

{ds(x, k) = { 
Se ({x})    ,                                                     if  k = 0   

𝑑𝑠(x, k − 1) − ptk(x) ∗ {1 − max(k)}, if k > 0
 

Where maxs(k)=max {ptk(x')x'€ tk ,x'≠ x}returns maximum 

existential probability among the items (expected x) in 

transactions tk 

 
B. Common Prefix method (CP) 

 

Another method is to aggregate the decremental counters with 

common prefix. 

We only keep those decremental counters where X’ is a proper 

prefix of X.[18] We use a prefix decremental counter as an 

upper bound of all decremental counters. 

 

Candidates with common prefix are organized under the same 

subtree in a prefix tree (hash tree). [18] 

If the value of a prefix decremental counter drops below the 

minimum support requirement, all the candidates in the 
corresponding subtree can be pruned. 

 
 

Fig 4: Common Prefix method (CP)[12] 

 

 

Initialization and update of prefix decremental counter 

dp(X',k)={
𝑠𝑒(𝑋′)                                                                     𝑖𝑓 𝑘 = 0.

𝑑𝑝(X′ , 𝑘 − 1) − 𝑠𝑒
𝑡𝑘(𝑋′) ∗ {1 − 𝑚𝑎𝑥𝑝(𝑘)}   𝑖𝑓 𝑘 > 0.

    

    

Where 𝑠𝑒
𝑡𝑘(𝑋’) = ∏ 𝑝𝑡𝑘 (𝑥)𝑥∈𝑋′  and maxp (k)=max{ptk(z)| z is 

after all the Itemset in X' according to the ordering 𝜑}[4] 

 

 

 

V. ADVANTAGES AND DISADVANTAGES 

 

 

A. Advantages 

 This data mining technique calculates the lower and 

upper bounds that filter out infrequent items but also 

identifies frequent items. 

 It eliminates the redundant frequent itemsets and the 

noisy influence in uncertain data by data trimming 

technique. 

 Enhances the efficiency of the mining process, by 
designing Apriori framework. 

 The decremental pruning technique achieves candidate 

reduction during the mining process. 

 

 

B. Disadvantages 

 U-Apriori algorithm encounters high communication 
cost in the pruning phase. 

 Increases the computational cost due to patch-up 

phase. 

 U-Apriori discovers the frequent itemsets with 
candidate itemset generation. 

 

VI. CONCLUSION & FUTURE SCOPE 

We studied the problem of mining frequent itemsets under a 

probabilistic framework. Data trimming technique works well 

when there are substantial amount of items with low existential 

probabilities in the dataset. The decremental pruning technique 

that achieves candidate reduction during the mining process. 

The Decremental Pruning and Data Trimming techniques can 

be combined to yield the most stable and efficient algorithm. 

Thus data trimming technique eliminates noisy influence in 

uncertain data. It also reduces redundant frequent itemsets from 
uncertain data. But its drawback is that when there are few low 

probability items in the dataset then data trimming technique 

can be counterproductive i.e. its performance is sensitive to the 

percentage of low probability items. The combined method, 

which uses both Common Prefix and Data Trimming provides 

a good balance and gives consistently good performance. A 

survey is carried to study how an uncertain data can be used for 

conclusion of predicted values. These data mining techniques 

and data trimming methods can generate new business 

opportunities in future.   
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